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Abstract - National University Entrance Entrance Selection (SNMPTN) is one of the selected paths for student admission to enter state universities (PTN) in Indonesia. This study aims to predict the opportunity to be accepted at the desired PTN. Data comes from www.halokampus.com subject input, the output will be in the form of information received or not received. The dataset is unbalanced, unequal class distribution affects the performance of the classification method. to eliminate the imbalance class using SMOTE. This study compares C4.5 without SMOTE and C4.5 with SMOTE. The results of the study are a predictive ability for SNMPTN acceptance. This study uses the C4.5 method to predict student report card grades that can be accepted on the SNMPTN pathway. C4.5 algorithm because the decision tree which was previously complex and very global, can be changed to be more simple and specific. The experimental results show that C4.5 with SMOTE has good accuracy compared to C4.5 without SMOTE. C4.5 with SMOTE showed good results with accuracy and precision of 95.22% and recall of 95.20%.
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Abstrak - Seleksi Nasional Masuk Perguruan Tinggi Negeri(SNMPTN) merupakan salah satu jalur seleksi penerimaan mahasiswa untuk memasuki perguruan tinggi negeri(PTN) di indonesia. Penelitian ini bertujuan untuk memprediksi kesempatan diterima di PTN yang diinginkan. Data berasal dari [www.halokampus.com](http://www.halokampus.com) input mata pelajaran , output akan berupa keterangan diterima atau tidak diterima. Dataset yang didapatkan tidak seimbang, distribusi kelas yang tidak seimbang mempengaruhi performa metode klasifikasi. untuk menghilangkan imbalance class menggunakan SMOTE. Penelitian ini membandingkan C4.5 tanpa SMOTE dan C4.5 dengan SMOTE. Hasil penelitian berupa kemampuan prediksi Penerimaan SNMPTN. Penelitian ini menggunakan metode C4.5 untuk memprediksi nilai rapor siswa yang dapat diterima pada pada jalur SNMPTN. Algoritma C4.5 karena pohon keputusan yang sebelumnya kompleks dan sangat global, dapat diubah manjadi lebih simpel dan spesifik. Hasil eksperimen menunjukkan bahwa C4.5 dengan SMOTE memiliki akurasi yang baik dibandingkan C4.5 tanpa SMOTE. C4.5 dengan SMOTE menunjukkan hasil yang baik dengan akurasi dan presisi sebesar 95,22% dan recall sebesar 95,20%.

**Kata kunci** – SNMPTN; C4.5; SMOTE; klasifikasi; nilai rapor

I. Pendahuluan

Setiap siswa SMA pasti memiliki keinginan untuk melanjutkan sekolah di perguruan tinggi negeri(PTN). Salah satu jalur seleksi masuk penerimaan mahasiswa untuk bisa diterima di perguruan tinggi negeri adalah SNMPTN. SNMPTN memiliki kepanjangan Seleksi Nasional Masuk perguruan tinggi negeri dan jalur SNMPTN dilakukan bersamaan di seluruh indonesia.berbeda dengan jalur SBMPTN atau jalur mandiri, SNMPTN merupakan jalur masuk penerimaan mahasiswa yang sangat diinginkan oleh siswa SMA karena jalur masuk ini tidak memerlukan ujian atau tes tulis agar bisa masuk di PTN. SNMPTN salah satu jalur masuk yang paling yang paling favorit dikarenakan pada jalur ini siswa tidak memerlukan ujian dan hanya menerima undangan untuk kuliah di PTN yang dipilih. Pada tahun 2011 dari semua siswa yang mendaftar hanya 20% yang diterima melalui SNMPTN dari seluruh indonesia, karena alasan tersebut SNMPTN merupakan seleksi masuk yang ketat dan bergengsi[1].

ketentuan umum snmptn menurut halaman website resmi SNMPTN [www.snmptn.ac.id](http://www.snmptn.ac.id/) bahwa SNMPTN dilakukan karena atas dasar semester satu sampai dengan semester lima bagi pendaftar dari SMA/MA/SMK dengan masa belajar tiga tahun, atau bagi pendaftar dari SMK masa belajar empat tahun menggunakan nilai rapor semester satu sampai dengan semester tujuh. Dengan rincian rapor mata pelajaran Matematika, Bahasa Indonesia, Bahasa Inggris, Kimia, Fisika, dan Biologi untuk siswa pendaftar pada jurusan IPA, lalu untuk jurusan IPS adalah Matematika, Bahasa Indonesia Bahasa Inggris, Sosiologi, Ekonomi, dan Geografi. Kemudian untuk siswa pendaftar dari SMK dengan menggunakan nilai rapor mata pelajaran Matematika, Bahasa Indonesia, Bahasa Inggris ditambah dengan nilai kompetensi keahlian berdasarkan Teori dan Praktik kejuruan yang diambil selama masa pembelajaran di SMK. Nilai rapor sangatlah menetukan penerimaan SNMPTN, dan juga faktor pertimbangan lain seperti faktor alumni yang diterima dan prestasi non-akademik juga menjadi pertimbangan diterima atau tidaknya pada seleksi nasional masuk perguruan tinggi negeri, ditambah lagi dengan tahapan seleksi menurut LTMPT siswa pendaftar diseleksi di PTN pilihan pertama berdasarkan urutan pemilihan jurusan atau progam studi. Jadi dua hal tersebut adalah faktor yang memungkinan diterima pada SNMPTN.

Pada penelitian sebelumnya penerapan algoritma *C4.5* untuk penentuan jurusan mahasiswa, dimana dalam penetuan jurusan yang sesuai dengan latar belakang, minat, dan kemampuanya sendiri[2]. Implementasi metode *Electre* pada system pendukung keputusan SNMPTN jalur undangan[3]. Dengan membuat sistem pendukung keputusan dengan menggunakan metode *Analytic Hierarchy Process*[4]. Dataset setelah dilakukan proses SMOTE tersebut berjumlah 414 yang terdiri dari 388 kelas positif dan 387 kelas negatif. Dalam penelitian tersebut menggunakan metode klasifikasi *C4.5* untuk membandingkan performa antara *C4.5* dengan SMOTE dan *C4.5* tanpa SMOTE. metode *C4.5* ketika dataset tidak seimbang memiliki performa buruk dan ketika dataset sudah seimbang dengan menggunakam SMOTE memiliki performa yang lebih baik. Pada penelitian ini bisa didapatkan bahwa SMOTE dapat membuat data yang tidak seimbang menjadi seimbang namun tidak overfitting, sehingga kerja algoritma yang digunakan menjadi maksimal[5].

Dalam penelitian ini untuk memprediksi jalur penerimaan SNMPTN dengan menggunakan nilai Matematika, Bahasa Indonesia, Bahasa Inggris, Kimia, Fisika, dan Biologi semester 1 sampai semester 5. Di indonesia sendiri masih sedikit penelitian yang membantu Siswa sekolah menengah atas(SMA) dalam memprediksi kesempatan siswa di jalur SNMPTN. Oleh karena itu penelitian ini dibuat untuk prediksi penerimaan di jalur SNMPTN, dalam penelitian ini juga menggunakan data yang didapat pada website halokampus[6]. Penelitian ini menggunakan algoritma *C4.5*  tanpa SMOTE dan *C4.5*  dengan SMOTE, hasil dari prediksi penelitian ini akan berupa label diterima atau tidak diterima.

III. Metode Penelitian

Machine Learning merupakan bidang penelitian yang mengembangkan dan mempelajari algoritma yang dapat belajar dan membuat prediksi dari data[7]. Dalam Machine Learning berdasarkan metode penerapannya Machine Learning memiliki tiga devisi antara lain yaitu Supervised learning ,unsupervised learning dan Semi-supervised learning. Supervised learning merupakan metode Machine Learning yang harus diamati bagaimana jalannya algortima. Untuk unsupervised learning merupakan metode Machine Learning yang tidak perlu diamati atau hasilnya dari tindakan komputer itu sendiri . sedangkan semi-supervised learning merupakan metode Machine Learning yang dimana tidak semua data diberi label atau ada beberapa data yang diberi label[8]. Machine learning juga dapat diterapkan dalam game edukasi[9] dan pendidikan[10]. Masalah yang dapat diselesaikan Machine learning antara lain regresi, clustering dan klasifikasi. Klasifikasi merupakan metode pengelompokan data yang sudah ditentukan kelasnya [11]. Untuk proses klasifikasi sendiri dapat menggunakan algoritma seperti C4.5. Algoritma C4.5 tanpa SMOTE dan C4.5 dengan SMOTE akan digunakan dalam penelitian ini.

## **Preprocessing Data**

Sebelum melakuan proses klasifikasi pada dataset, langkah yang dilakukan adalah dengan melakukan *preprocessing* terhadap data terlebih dahulu. Tahapan *preprocessing data* yang dilakukan adalah, (1) Itegrasi data, Pemilihan Data, (3) *Data* *Transformation*, (4) *Replace Missing* *Value*.

1. *Data Integration*

Ntegrasi database menyediakan akses terintegrasi ke berbagai sumber data. Integrasi database memiliki dua kegiatan utama: integrasi skema (membentuk pandangan global dari konten data yang tersedia di sumber) dan integrasi data (mengubah data sumber menjadi format yang seragam)[12]. Integrasi data adalah proses penggabungan data dari sumber yang berbeda kedalam satu dataset baru. Penelitian ini menggabungkan 9 data kampus tahun 2016 dan 7 data kampus 2017 dengan total 784 baris data dengan menggunakan bantuan *Microsoft excel*.

1. *Data Cleaning*

pembersihan data adalah proses mengidentifikasi dan menghapus kesalahan dalam gudang data[13]. Pemilihan data atau seleksi atribut data yang digunakan. Dalam penelitian ini, pemilihan data digunakan untuk memfokuskan penelitian pada prediksi kemungkinan diterima atau tidaknya pada jurusan di snmptn berdasarkan urutan pemilihan jurusan atau program studi, faktor alumni (jumlah alumni yang diterima pada jurusan), prestasi non-akademik dan juga berdasarkan nilai rapor siswa pendaftar.

Maka dari itu penelitian ini menggunakan atribut urutan pemilihan jurusan/prodi yaitu pilihan satu dan pilihan kedua , jumlah alumni, prestasi tambahan dan juga nilai rapor semester satu sampai dengan semester 5 dengan objek studi siswa IPA dengan pilihan jurusan Ilmu IPA pada Seleksi Nasional Masuk Perguruan Tinggi Negeri. Jumlah setelah dilakukan proses seleksi atribut yaitu 416 baris data.

1. *Data Transformation*

Transformasi data mengubah seperangkat nilai data dari format data sistem data sumber ke dalam format data sistem data tujuan[14]. *Data Transformation* ini data akan diubah atau dikonsolidasi sehingga proses mining yang dihasilkan lebih efisien, dan pola yang ditemukan lebih mudah dipahami. Pada tahapan ini, pengelompokan berfokuskan pada siswa IPA pada Seleksi Nasional Masuk Perguruan Tinggi Negeri dengan acuan yang telah ditetapkan oleh Kementerian Riset, Teknologi, dan Pendidikan Tinggi.

|  |  |  |
| --- | --- | --- |
| **Data awal** | **Hasil konversi** | **Tipe Data** |
| Juara OSN Matematika se-Kota | Kota | Nominal/ Kategorikal |
| Olimpiade Kedokteran tingkat Internasional | Internasional |
| Olimpiade Sains tingkat Provinsi | Provinsi |
| Olimpiade Teknik Kimia ITS 100 Nasional | Nasional |
| (No data) | Kosong |
| - | Kosong |

**Tabel 1.** *Data Transformation*

## **SMOTE**

Strategi paling sederhana yang dapat digunakan untuk kasus data tidak seimbang adalah *Random over-sampling*, yang dimana cara kerja metode tersebut menyeimbangkan kelas melalui replikasi kelas minoritas agar sama dengan kelas mayoritas. Meskipun metode *Random over-sampling* ini terlihat efektif tetapi metode ini dapat meningkatkan kemungkinan overfitting karena salinan yang dibuat sama persis yang berasal dari data kelas minoritas. Untuk menghindari overfitting dibuatlah teknik SMOTE [15].

Teknik SMOTE digunakan untuk memecahkan masalah kelas ketidakseimbangan. SMOTE membuat contoh kelas prioritas sintesis yang menggunakan ruang fitur daripada ruang data. Teknik SMOTE menghasilkan sintesis baru dengan memanfaatkan jarak antara sampel minoritas dan tetangga terdekat dari sampel minoritas, diantara jarak dari kedua sampel tersebut dibuatlah sintesis baru sebanyak yang dibutuhkan sehingga data menjadi seimbang[16].

Asumsikan bahwa dataset kelas minoritas adalah sampel, tingkat oversampling adalah N dan titik tetangga terdekat adalah K. Langkah-langkah perhitungan dengan SMOTE [17]:

1. Tentukan nilai K sampel tetangga terdekat untuk setiap sampel kelas minoritas i dalam dataset sampel kelas minoritas
2. Pilih N sampel secara acak dari masing-masing tetangga terdekat.
3. Hitung sampel baru menggunakan rumus (1) dari sampel kelas minoritas dan setiap sampel N merupakan sintesis baru dan kemudian sistesis baru tersebut ditambahkan kedalam data sampel kelas minoritas.

SyntheticSampel[indekbaru]=Sampel[i]+Random\*(SampelTetangga[i] -Sample[i]) (1)

Keterangan :

SyntheticSampel = sampel sisntesi baru.

Sampel[i] = sampel dataset dari kelas minoritas.

i = jumlah sampel kelas minoritas.

random = memiliki nilai angka acak antara [0,1].

sampel tetangga[i] = sampel tetangga terdekat dari sampel[i].

1. Ulangi proses diatas sampai semua sampel kelas minoritas memenuhi sesuai yang diminta.

Dengan menerapkan cara tersebut nantinya pemilihan titik acak disepanjang segmen garis antara dua sample akan menjadi sentesis baru. Dengan menggunakan teknik tersebut SMOTE dapat memperluas area keputusan untuk kelas minoritas [16]. Dikarenakan dalam kasus SNMPTN dataset yang didapatkan tidak seimbang antara yang diterima dan tidak diterima, sehingga tahap preprocessing data untuk menyeimbangkan distribusi kelas label minoritas dan mayoritas.dibutuhkan dalam kasus ini. Langkah selanjutnya hasil SMOTE di hitung menggunakan *C4.5*.

## **Dataset**

Data yang digunakan dalam proses penelitian adalah data Mahasiswa yang telah diterima SNMPTN. Data ini diperoleh dari laman website halo kampus [www.halokampus.com.](http://www.halokampus.com/) Terdapat 9 data dari tahun 2016 dan 7 data dari 2017 dengan total 784 baris data dan 94 atribut. Berikut Tabel 2 dan Tabel 3 adalah salah satu contoh dari dataset yang digunakan pada penelitian ini.

**Tabel 2.** Dataset Survey SNMPTN Tahun 2016

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Nama** | **Jurusan sekolah** | **Pilihan 1** | **Pilihan 2** | **Jurusan**  **diterima** | **MTK**  **Semester 1** | **…** | **Prestasi**  **lain** |
| Sari | IPA | Pend. Ners | Budidaya  perairan | Budida-ya perairan | 81 - 85 | **…** | Olimpiade Kimia |
| Miko | MM | Ilmu Komp-uter | Teknik  Inform-atika | Ilmu  Komputer | 76 -80 | … | - |

**Tabel 3.** Dataset Survey SNMPTN Tahun 2017

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Nama** | **Jurusan sekolah** | **Pilihan 1** | **Pilihan 2** | **Jurusan**  **diterima** | **MTK**  **Semester 1** | **…** | **Prestasi**  **lain** |
| Nadya | IPA | Statiska | Matematika | Statiska | 86 - 90 | **…** | Piagam  Lomba MTQ |
| Zahnia | IPA | Mana-Jemen | Akutansi | Manajemen | 91 - 95 | … | Parlemen Remaja (Nasional) |

Pada tahap ini data yang awalnya memiliki distribusi atribut label yang tidak seimbang, diseimbangkan menggunakan metode preprocessing SMOTE. Hasil SMOTE ditunjukkan pada Table 4.

**Tabel 4.** Perbandingan Jumlah Data Asli Dengan Data+SMOTE

|  |  |  |  |
| --- | --- | --- | --- |
|  | Jumlah diterima | Jumlah tidak diterima | Total Data |
| Data Asli | 388 | 26 | 414 |
| Data+SMOTE | 388 | 387 | 775 |

## **Algoritma Decision Tree C4.5**

## Algoritma *Decision Tree* C4.5 merupakan algoritma yang memiliki kelebihan dapat mengolah suatu data numerik (kontinyu), kategori (diskret), dapat menangani nilai atribut yang hilang serta menghasilkan aturan-aturan yang mudah diinterpretasikan [18]. Algoritma C4.5 ini merupakan pengembangan dari algoritma ID3[19].

Prinsip kerja dari algoritma ID3 dan algoritma C4.5 hampir sama, namun terdapat beberapa perbedaan yang membuat algoritama C4.5 memiliki hasil lebih baik dibanding algoritma ID3. Algoritma C4.5 mampu menangani atribut dengan tipe diskrit atau kontinu. Pemilihan atribut pada algoritma ini menggunakan ukuran berdasarkan Entropi yang dikenal dengan *information gain* sebagai sebuah heuristic untuk memilih atribut yang merupakan bagian terbaik dari contoh ke dalam kelas. Semua atribut bersifat kategori yang bernilai diskrit. Atribut dengan nilai *continuous* harus didiskritkan. Diskritisasi atribut bertujuan untuk mempermudah pengelompokan nilai berdasarkan kriteria yang telah ditetapkan. Hal ini juga bertujuan untuk menyederhanakan permasalahan dan meningkatkan akurasi dalam proses pembelajaran [20].

Pemilihan atribut pada algoritma C4.5 menggunakan *Gain* menggantikan *Information gain*. Pemilihan atribut yang baik adalah atribut yang memungkinkan untuk mendapatkan *Decision Tree* yang paling kecil ukurannya. Atau atribut yang bisa memisahkan obyek menurut kelasnya. Secara heuristik atribut yang dipilih adalah atribut yang menghasilkan simpul yang paling bersih. Ukuran paling bersih dinyatakan dengan tingkat impurity, dan untuk menghitungnya, dapat dilakukan dengan menggunakan konsep Entropi, Entropi menyatakan *impurity* suatu kumpulan objek [21]. Berdasarkan [22] terdapat empat tahapan dalam melakukan langkah klasifikasi menggunakan Algoritma C 4.5, antara lain :

1. Memilih atribut sebagai akar.
2. Membuat cabang untuk masing-masing nilai.
3. Membagi setiap kasus dalam cabang.
4. Mengulangi proses dalam setiap cabang sehingga semua kasus dalam cabang memiliki kelas yang sama.

Perhitungan dimulai dari menghitung banyaknya jumlah atribut dan menentukan atribut mana yang akan digunakan sebagai akar dari pohon keputusan. Selanjutnya akan dilakukan perhitungan Entropi dan *gain* untuk membentuk *leaf* dari pohon keputusan tersebut. Setelah semua perhitungan selesai dilakukan, pohon keputusan dapat dibentuk berdasarkan nilai *gain* yang telah dihitung sebelumnya. Atribut dengan nilai *gain* tertinggi akan terletak pada prioritas yang lebih tinggi dan memiliki kedudukan yang lebih tinggi juga pada pohon keputusan. Rumus dalam mencari Entropi sebagai berikut:

* Entropi

(2)

dimana:

S  = Himpunan (dataset) kasus

K = Jumlah partisi S

= Probabilitas yang didapat dari sum dibagi total kasus

* Gain

(3)

dimana:

S = Himpunan kasus

A = Jumlah partisi atribut A

= Jumlah sample untuk atribut ke-i

= Jumlah seluruh sample data

= Entropi untuk sample-sample yang memiliki nilai i

* Gain Ratio

(4)

dimana:

a  = Atribut  
gain(a) = *Information gain* pada atribut a

split(a) = Split information pada atribut a

* SplitInfo

(5)

dimana:

S = Ruang sampel yang digunakan untuk training

A = Atribut

= Jumlah sample untuk atribut i

## **Confusion Matrix**

Tahap Evaluasi hasil klasifikasi pada penelitian ini menggunakan Confusion Matrix. Confusion Matrix merupakan tabel yang berisi banyaknya data yang diuji pada sebuah penelitian, serta mencatat seberapa sering data diklasifikasikan bernilai benar atau bernilai salah [23]. Berdasarkan hasil model klasifikasi tersebut nantinya bisa menunjukkan hasil prediksi dan klasifikasi penelitian ini . Model Confusion Matrix seperti berikut :

**Tabel 5.** *Confusion Matrix*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | |  | PREDIKSI | |
|  | |  | + | - |
| AKTUAL | + | | TP | FN |
| - | | FP | TN |

Keterangan :

* TP (True Positif) : prediksi pada kasus menyatakan TRUE dan kenyataanya TRUE.
* TN (True negatif) : prediksi pada kasus menyatakan FALSE dan kenyataannya FALSE.
* FP (False positif) : prediksi pada kasus menyatakan TRUE dan kenyataannya FALSE.
* FN (False negatif) : prediksi pada kasus menyatakan FALSE dan kenyataannya TRUE.

Dari hasil Confusion Matrix tersebut nantinya dapat dihitung akurasi (6), precision (7), dan recall (8) dengan rumus sebagai berikut :

(6)

(7)

(8)

Akurasi digunakan untuk menghitung efektifitas dan mengevaluasi kinerja metode klasifikasi [24]. Untuk precision digunakan untuk menghitung proporsi kasus prediksi positif yang itu benar TP, sedangkan recall digunakan untuk menghitung proporsi kasus TP yang diprediksi dengan benar [25]. Yang terakhir error rate merupakan rasio dari jumlah data yang diklasifikasikan dengan benar dengan jumlah semua data [24].

III. Hasil dan Pembahasan

## **Hasil penelitian**

Seteleh melalui berbagai tahapan, tahap akhir yang harus dilakukan adalah proses evaluasi hasil dari klasifikasi. Dalam proses evaluasi ini, akan dibandingkan hasil klasifikasi algoritma *C4.5* tanpa SMOTE dengan hasil klasifikasi *C4.5* dengan SMOTE. Hasil klasifikasi yang memiliki performa lebih tinggi akan mengindikasikan algoritma yang lebih baik untuk klasifikasi penerimaan SNMPTN berdasarkan nilai rapor. Perbandingan dapat dilihat pada Table 6 dan Table 7.

**Tabel 6.** Hasil Confusion Matrix C4.5 Tanpa SMOTE

|  |  |  |
| --- | --- | --- |
|  | Diterima | Tidak Diterima |
| Diterima | 388 | 0 |
| Tidak Diterima | 26 | 0 |

**Tabel 7.** Hasil Confusion Matrix C4.5 Dengan SMOTE

|  |  |  |
| --- | --- | --- |
|  | Diterima | Tidak Diterima |
| Diterima | 370 | 18 |
| Tidak Diterima | 19 | 368 |

Pada Tabel 6 dan 7 merupakan hasil *confusion matrix* dari hasil klasifikasi *C4.5* tanpa SMOTE. berdasarkan table 6 hasil yang berasil diprediksi dengan adalah 388 *instances* untuk kelas Diterima*,* dan 0 *instances* untuk kelas Tidak Diterima*.* Jumlah *instances* yang berhasil diprediksi dengan benar pada skenario ini sebesar 388 dari total *instances* sebanyak 414. Sementara hasil *instances* yang tidak berhasil diprediksi dengan benar berjumlah 26 *instances.* Pada kelas Tidak Diterima terjadi *nois*,Karena distribusi data antar kelas yang tidak seimbang. Sehingga mempengaruhi *classifier* untuk mengklasifikasi data, khususnya pada kelas minoritas. Sedangkan hasil klasifikasi *C4.5* menggunakan SMOTE. Berdasarkan table 7 hasil *instances* yang berhasil diprediksi dengan benar adalah 370 *instances* untuk kelas Diterima*,* dan 368 *instances* untuk kelas Tidak Diterima*.* Jumlah *instances* yang berhasil diprediksi dengan benar pada skenario ini sebesar 738 dari total *instances* sebanyak 775. Sementara hasil *instances* yang tidak berhasil diprediksi dengan benar berjumlah 37 *instances*. Table berikut ini merupakan hasil akurasi, presisi,dan recall.

**Tabel 8.** Perbandingan Akurasi C4.5 dengan C4.5+SMOTE

|  |  |  |
| --- | --- | --- |
|  | *C4.5* | *C4.5* + SMOTE |
| Akurasi | 93.71% | 95.22% |
| *Preccision* | 93.70% | 95.22% |
| *Recall* | 93.70% | 95.20% |

Pada hasil Table 8 menunjukkan bahwa *C4.5* menggunakan SMOTE memiliki akurasi yang lebih baik dari pada *C4.5* tanpa SMOTE. *C4.5* dengan SMOTE memiliki akurasi terbaik sebesar 95.22%, sedangkan *C4.5* memiliki akurasi dengan nilai sebesar 93.71%**.** Pada hasil *preccision* menunjukkan bahwa *C4.5* dengan SMOTE memiliki *preccision* yang lebih baik dari pada *C4.5* tanpa SMOTE. *C4.5* dengan SMOTE memiliki precision terbaik sebesar 95.22%, sedangkan *C4.5* tanpa SMOTE memiliki precision dengan nilai sebesar 93.70%.Pada hasil *recall* menunjukkan bahwa *C4.5* dengan SMOTE memiliki *recall* yang lebih baik dari pada *C4.5* tanpa SMOTE. *C4.5* dengan SMOTE memiliki recall terbaik sebesar 95.20%, sedangkan *C4.5* tanpa SMOTE memiliki recall terbaik dengan nilai sebesar 93.70%

## **Pembahasan**

## Penelitian ini mendapatkan hasil bahwa metode *C4.5* dengan SMOTE mendapatkan hasil yang sangat baik dari pada metode *C4.5* tanpa SMOTE. Dari table 6 dapat dilihat bahwa pada klasifikasi *C4.5* tanpa SMOTE hasil akurasi yang baik tetapi terjadi nois pada kelas nimoritas(Tidak Diterima). Karena ketidak seimbangan kelas minoritas yang ada membuat hasil klasifikasi cenderung ke kelas mayoritas. Dan sedangkan dengan menggunakan *C4.5* dengan SMOTE tidak terjadi nois. Karena metode SMOTE mengatasi ketidak seimbangan kelas dan mengatasi nois, dengan cara menambah data baru pada kelas minoritas bardasarkan nilai tetangga terdekat sehingga memiliki sifat yang hampir sama dengan kelas minoritas. Data baru ditambahakan pada tahap SMOTE sebanyak jumlah kelas mayoritas, sehingga kelas label menjadi seimbang.

Dari hasil eksperimen yang didapat pada bebrapa table yang diatas dapat dilihat bahwa algoritma *C4.5* dengan SMOTE memiliki hasil yang lebih baik daripada *C4.5* tanpa SMOTE. Pada hasil klasifikasi *C4.5* dengan SMOTE mendapatkan nilai akurasi sebesar 95.22, *precision* 95.22% dan *recall* 95.20% dan sedangkan *C4.5* tanpa SMOTE mendapatkan nilai akurasi sebesar 93.71, *precision* 93.70% dan *recall* 93.70%.

Dari hasil diatas dapat disimpulkan bahwa *C4.5* dengan SMOTE memiliki akurasi yang lebih baik dibandingkan *C4.5* tanpa SMOTE, tetapi performa *C4.5* tanpa SMOTE sangat buruk dikarenakakn terjadi nois pada kelas minoritasnya. Hal itu disebabkan karena *C4.5* tanpa SMOTE memiliki distribusi data yang tidak seimbang dalam kelas label, sehingga lebih sering mengklasifikasikan kelas label Diterima dibandingkan menebak hasil yang kelas label Tidak Diterima dalam penerimaan SNMPTN. berbeda dengan hasil *C4.5* dengan SMOTE yang dimana hasilnya memiliki nilai akurasi, precision dan recall yang lebih tinggi, dikarenakan metode SMOTE yang membuat distribusi data menjadi seimbang dengan meningkatkan kelas minoritas sehingga metode *C4.5* dapat mengklasifikasikan data dengan baik.

IV. Kesimpulan

Untuk Hasil dari penelitian ini dapat disimpulkan bahawa penerapan metode SMOTE dapat meningkatkan kinerja algoritma yang digunakan sehingga mendapatkan nilai evaluasi yang meksimal. Perbandingan antara *C4.5* dengan SMOTE dengan *C4.5* tanpa SMOTE untuk kasus memprediksi jalur penerimaan SNMPTN pada penelitian ini cocok menggunakan algoritma *C4.5* hasil yang didapatkan bagus dikarenakan akurasi dan *Precision* 95.22% dan Recall 95.20%. Untuk penelitian selanjutnya dapat dikembangkan menggunakan algoritma yang lain dan diharapkan mampu medapatkan hasil akurasi yang lebih tinggi, sehingga implementasi untuk memprediksi jalur penerimaan SNMPTN bisa dimanfaatkan oleh para siswa sebagai bahan pertimbangan ketika ingin memilih perguruan tinggi negeri (PTN).
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